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Introduction
Vineyards are variable. Growers have known this for as
long as they have been growing grapes, but in the
absence of tools or methods to accurately observe and
measure the variation, variability has been accepted as a
fact of life and the majority of vineyards have been man-
aged on the assumption that they are homogenous.

Precision Agriculture (PA, Cook and Bramley 1998,
Pierce and Nowak 1999) involves the collection and use
of large amounts of data relating to crop performance and
the attributes of individual production areas (fields, pad-
docks, blocks, etc.) at a high spatial resolution. Its purpose
is to enable crop management to be targeted in a way
that recognises that, far from being homogenous, the pro-
ductivity of agricultural land is inherently variable.
Critical to this new approach to farming are a number of
enabling technologies, including the global positioning
system (GPS), geographical information systems (GIS)
and yield monitors which, when used in conjunction
with the GPS, enable geo-referenced records of yield to

be collected ‘on-the-go’ during harvest. Thus, growers are
able to better observe and develop understanding of the
variability in their production systems, and to use this to
better match the inputs to production to desired or
expected outputs.

Conceptually, PA is neither new nor complicated
(Rawlins 1997) and has been practised in the dairy
industry for many years. Cows producing a full bucket of
milk are given a full scoop of grain at milking whilst those
producing half a bucket might only get half a scoop. The
management focus is therefore the individual rather
than the herd (Cook and Bramley 1998). With respect to
broadacre cereal production, PA is a more recent innova-
tion, although some Australian grain growers have now
been yield-mapping for around 10 years (Cook et al.
2003).

Since vintage 1999, when the first commercially avail-
able grape yield monitor came onto the market, it has
been possible for grapegrowers and winemakers to prac-
tice Precision Viticulture (PV, Bramley and Proffitt 1999,
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Spatial variability in winegrape yield was studied over several vintages in blocks planted to Cabernet
Sauvignon, Merlot and Ruby Cabernet in the Coonawarra, Clare Valley and Sunraysia regions of
Australia using new yield monitoring technology, a differentially corrected global positioning system
(GPS), a geographical information system and some simple methods of spatial analysis. In any given year,
yield was highly variable and typically of the order of 10 fold (i.e. 2 to 20 t/ha). However, through the use
of k-means clustering and a method based on assessment of the probability of achieving yield targets
relative to the mean annual block yield, temporal stability in the patterns of yield variation was
demonstrated, even though there were substantial year to year differences in mean annual yield in
these blocks. 

The methods used to demonstrate temporal stability in the patterns of yield variation also promote
identification of zones of characteristic performance within variable vineyard blocks. Of significance in
this work was the finding that, whilst k-means clustering is the more statistically robust of the two
methods used, the ability to incorporate expert knowledge into the yield target method enhances the
ability of the manager to accommodate the effects of abnormal events (e.g. an unusually cold flowering
period) in the zone identification process. Targeted harvesting of different zones, followed by comparison
between commercial lots of wine, provided indication that wine characteristics vary from zone to zone.
However, the ranking of wine scores for the various zones changed between seasons. 

Our results have important implications for the adoption of Precision Viticulture. In particular, they
support the introduction of a system of zonal vineyard management. Thus, rather than being managed
uniformly, individual blocks can be split into zones in which the management of both inputs to, and
outputs from the production system can be applied differentially.
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Bramley 2001, Bramley et al. 2003). Thus, the potential
has existed for grape and wine producers to acquire
detailed geo-referenced information about vineyard 
performance and to use this information to tailor pro-
duction of both grapes and the resultant wines according
to expectations of vineyard performance, and desired
goals in terms of both yield and quality (Bramley and
Proffitt 1999).

Implementation of a PV approach to vineyard man-
agement is a continual cyclical process (Bramley 2001,
Bramley et al. 2003) which begins with observation of
vineyard performance and associated vineyard attributes,
followed by interpretation and evaluation of the collected
data, leading to implementation of either targeted manage-
ment of inputs and/or selective harvesting at vintage.
Here, ‘targeted management’ can mean the timing and
rate of application of water, fertiliser or spray, or the use
of machinery and labour for operations such as harvest-
ing, pruning or just about any aspect of vineyard man-
agement. Of particular interest to both grapegrowers and
winemakers is the opportunity to use PV as a means of
ensuring that parcels of fruit delivered to the winery are
as uniform as possible, as well as meeting specifications
for their intended end product (Bramley and Proffitt
1999, Bramley et al. 2003). Thus, ‘selective harvesting’
means split picking of fruit at harvest according to differ-
ent yield/quality criteria in order to exploit the observed
variation.

Before embarking on PV and investing in the capital
or contracted services that this new approach to viticul-
tural production implies, grapegrowers and winemakers
have wanted the answers to a number of key questions.
First, they need to know whether the patterns of within-
vineyard variation are constant from year to year. If they
are not, then clearly the idea that PV increases the cer-
tainty that a given management decision will deliver a
desired or expected outcome (Cook and Bramley 1998,
Bramley and Proffitt 1999) may not be correct. Second,
they need to know whether patterns of variation in
yield are matched by patterns of variation in quality. If
they are, then targeted management of vineyards
becomes a much simpler problem than if they are not,
given for example, that it would be undesirable to focus
on yield at the expense of quality, and possibly vice versa.
Third, they want to know what the key drivers of vine-
yard variation are and whether these may be managed.
Clearly, if these are either unknown or unmanageable,
then the opportunities for targeting inputs are probably
limited, even if the opportunity remains to segregate 
outputs. Finally, they want to know whether targeting
management delivers an economic benefit over conven-
tional uniform management, a practice which effectively
assumes that vineyards are homogenous in so far as their
potential productivity is concerned.

The first and last of these questions are specifically
addressed by the ‘null hypothesis of precision agriculture’
(Whelan and McBratney 2000) which states that ‘given
the large temporal variation evident in crop yield relative
to the scale of a single field, then the optimal risk aver-
sion strategy is uniform management.’ Bramley and

Proffitt (1999) made some simple assumptions about
crop quality variation and used a yield map and gross
margin analysis to suggest that adoption of PV was poten-
tially highly profitable. More recently, Bramley et al.
(2003) provided a real commercial demonstration that
this is indeed the case, when, by selectively harvesting 3.3
ha of Cabernet Sauvignon in a Margaret River vineyard,
they increased the retail value of production by over
$30,000/ha. The purpose of this present paper therefore,
is to complete the testing of Whelan and McBratney’s
null hypothesis by examining within-vineyard yield 
variability and the extent to which its patterns are 
temporally stable. Subsequent papers in this series will
examine variation in the components of yield, grape
quality and the drivers of variation.

Materials and methods

Data collection
The bulk of the work reported here was carried out in a
7.3 ha vineyard in the Coonawarra region in the south-
east of South Australia. This vineyard was planted to
Cabernet Sauvignon on its own roots in 1974. At vintage,
in each of 1999, 2000, 2001 and 2002, the vineyard was
harvested using a Gregoire G120 self-propelled mechan-
ical harvester fitted with a HarvestMaster grape yield
monitor and differentially corrected GPS (dGPS; accurate
to about 50 cm in the x and y planes). The HarvestMaster
yield monitor employs an array of sonic beam sensors
mounted over the grape discharge chute to estimate the
volume, and hence tonnage, of fruit harvested. The yield
monitor was configured to log instantaneous yield and
position at intervals of 3 m along the row. Unfortunately,
yields were too low at vintage 2002 for this system to
work effectively. Accordingly, for vintage 2003, a
Farmscan yield monitor was used. This more recently-
developed system uses load cells installed under the
grape discharge belt to provide instantaneous measure-
ments of the weight of fruit being harvested and was con-
figured to log yield and position at 3 second intervals. For
both yield monitoring systems, instantaneous measures
of yield are converted to units of t/ha on the basis of the
row spacing and the distance travelled between consecu-
tive points at which data were logged. Other aspects of
the harvesting system in 2003 were the same as in the
previous 4 years, although for operational reasons un-
related to the equipment, we were only able to yield-
monitor every third row in 2003. 

In addition to the Coonawarra site, yield data were
also collected during the 2000 and 2001 vintages from a
4.5 ha vineyard in the Sunraysia region of north-east
Victoria which was planted to Ruby Cabernet (own roots)
in 1989. The harvesting/yield monitoring system used at
this site was the same as that used in Coonawarra (1999-
2002). Data were also collected in 2000, 2001, 2002 and
2003 in a 3.6 ha vineyard in the Clare Valley of South
Australia which was planted to Merlot in 1981, again on
its own roots. At this site, a HarvestMaster yield monitor
was also used, but mounted on a Gregoire G60 tow-
behind harvester rather than a self-propelled machine as
at the other sites.
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Yield mapping
For each year, yield maps were produced following the
protocol of Bramley and Williams (2001) with a data pre-
treatment to remove aberrant values; that is, yield sur-
faces were interpolated onto a 2 m grid (pixels of 4 m2)
by local block kriging (10 m × 10 m blocks) of the yield
monitor data using VESPER (Minasny et al. 1999). The
data pre-treatment involved normalising the data (µ = 0,
σ = 1) after removal of data records with zero yield or
GPS errors (Bramley and Williams 2001), and then
removing records for which the normalised yield was
either greater than +3 or less than –3; that is, data with
yield values more than 3 standard deviations from the
mean. This is a common pre-treatment for yield monitor
data (e.g. Pringle et al. 2003), and in our experience is
effective at removing aberrant values that are artefacts of
the harvesting process (e.g. occasional blockages of the
discharge belt and high values at row ends when the dis-
charge belt is switched on or off).

An important aspect of the kriging method of inter-
polation is that, in addition to interpolating estimates of
values at unsampled sites on the basis of known values at
georeferenced locations, estimates of the variance of the
kriged values are also produced. As such, a map of kriging
variances provides an indication of the quality of the
interpolated surface of interest; other interpolation meth-
ods, such as inverse distance weighing, do not do this. Of
particular relevance to the present work is that kriging
variances can also be used as a basis for tests of signifi-
cance between different areas, or zones, within a map
interpolated by kriging (Cuppitt and Whelan 2001).

In addition to maps of yield (t/ha) obtained in each
year, maps of normalised yield were also interpolated. In
the context of analysis of multi-year data, the purpose of
mapping normalised yield for individual years is to pro-
mote examination of variability that is independent of
any seasonal effects due, for example, to differences in
annual rainfall or the number of growing season degree
days. Normalised maps are also of value when data are
not available for calibration of the yield monitor against
winery tonnages – as was the case at Sunraysia in 1999.
For the normalised maps, following the initial trimming
that was used for production of maps of actual yield, an
iterative procedure was used in which the data were re-
normalised based on new values of the mean and 
standard deviation for the trimmed data sets. The data
were then re-trimmed until all normalised values (Ni)
conformed to the rule: -3 < Ni < +3. Note that for a 
normally distributed data set, 99% of the data lie within 3
standard deviations of the mean. Thus, for maps of 
actual yield, approximately 1% of the data were discard-
ed in the trimming process, whilst for the production of
maps of normalised yield, between 2 and 5% of the data
were trimmed in order to ensure that they followed sim-
ilar distributions. Given that at the Coonawarra site, for
example, a yield monitor data file typically contains
more than 11,000 geo-referenced yield records, the need
to ‘de-spike’ the data posed no threat to the viability of
the kriging process in terms of its data requirements.

Analysis of persistence in the patterns of yield variation
Two methods were used to investigate persistence in the
pattern of yield variation. Both were centred around the
interpolated yield values rather than the raw data. This
distinction is important because one consequence of the
map production process is that, for any given site, every
pixel (i.e. grid cell) within the grid used for interpolation
contains a yield value for each year in which a map was
produced. Note that it would be most unlikely for the
yield monitor to record yield at exactly the same locations
each year.

The first method used was based on the procedure
described by Diker et al. (2003) for analysis of maize yield
data grown under centre pivot irrigation in north-east
Colorado. For each year for which yield data were avail-
able, Diker et al. (2003) assigned a value of 1 to all grid
cells corresponding to yields greater than the mean for
that year; all other grid cells were assigned a value of 0.
Summation of the resulting maps for 3 years therefore
produced a map in which every grid cell had a value
between 0 and 3. Grid cells with a value of 0 were those
in which yield was below average in all three years – that
is, yield was consistently below average – whilst those
with a value of 3 consistently yielded above average. In
their particular study, Diker et al. (2003) were able to
show that the distributions of yield in grid cells with 
values of 1 or 2 were not statistically significantly differ-
ent and so were able to divide their centre pivots into two
‘zones’ of typically above and below average yield and a
third ‘zone’ in which yield tended to be intermittent
between these two.

One problem with the analysis of Diker et al. (2003),
henceforth referred to as the ‘target yield method’, is that
it assumes that the average yield in any given year is
satisfactory. Furthermore, Diker et al. (2003) were effec-
tively dealing with a ‘controlled environment’ system,
given the absolute necessity for irrigation for production
of maize in north east Colorado. Thus, inter-annual 
variation was not expected to be large. This is presumably
one reason why Diker et al. (2003) found that the distri-
butions of yield in grid cells with values of 1 or 2 were
not statistically significantly different. However, in view
of the large inter-annual variation in grape yield experi-
enced in most Australian viticultural areas, and also in
light of the strong commercial focus of the Australian
wine industry, we thought it more realistic to use target
yields based on some value above the mean for this
analysis. Thus, for any given year, we assigned values of 1
to grid cells in which yield was greater than the target
and 0 to cells in which it was not. We considered this to
be an improvement over the method of Diker et al.
(2003) because it allows comparison of a number of 
different targets and could promote analysis of the prob-
ability of reaching a particular level of performance.
Thus, our analysis was carried out for yield targets equiv-
alent to: mean + 5%, mean + 10% and mean +20 %.
Importantly, we also ‘inverted’ this analysis to consider
the likelihood of substandard performance. Accordingly,
we also conducted analyses with yield targets equivalent
to: mean –5%, mean –10% and mean –20%. These
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Figure 1. Yield of Cabernet Sauvignon in a 7.3 ha Coonawarra vineyard (1999–2001). The yields indicated above each map in (a) are the
means for the block for that year. Because of the differences between these annual mean yields, different legends were appropriate for the three
maps. However normalisation of the data (µ = 0, σ = 1) in each year (b) allows the patterns of variation to be inspected independently of the
seasonal effects driving the differences in annual mean yield.

a

b
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Figure 2. Normalised (µ = 0, σ = 1) yield of Ruby Cabernet in a 4.5 ha Sunraysia vineyard. The yields indicated above each map are the means
for the block for that year.

Figure 3. Yield of Merlot in a 3.6 ha Clare Valley vineyard (2000–2003). The yields indicated above each map are the means for the block for
that year. The legend for 2002 and 2003 is the same as that shown for 2000.
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Figure 4. Yield performance at the Coonawarra site. Areas shaded blue in (a) are those which yielded more than a yield target of 10% higher
than the annual mean; areas shaded orange yielded below this target. Areas shaded red in (b) are those which failed to reach a yield of 20%
below the annual mean, whilst those shaded light green yielded above this target.

a

b
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Figure 5. Analysis of persistence in the patterns of yield variability at the Coonawarra site using either (a) k-means clustering or (b) yield
targets. The mean yields reported for each cluster in (a) were all significantly different (P < 0.05) in all years of the study.

a

b
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Figure 6. Results of k-means clustering of yield data (4 vintages) from a 3.6 ha vineyard in the Clare Valley – 2, 3 and 4 cluster solutions. The
data shown are the mean cluster yields for each year. For any given year and clustering solution, different letters indicate that the mean cluster
yields are significantly different (P < 0.05).

Figure 7. Yield performance at the Clare site 2000–2003 assessed using the ‘target yield’ method.
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Figure 8. The influence of inter-annual climatic variation on zone identification at the Clare site, 2000–2003. Note that ‘warm’ and ‘cold’ are
used here simply as relative terms; the seasons leading to vintage 2000 and 2001 were considered ‘warm’, whilst those leading to 2002 and
2003 were deemed to be cold. See text for further explanation.

Figure 9. Yield of Cabernet Sauvignon at the Coonawarra site,
vintage 2003. Note that this map was produced from yield monitor
data collected on every third row, unlike the previous years (Figure 1)
when every row was yield monitored. The process of map
interpolation was otherwise the same for all years.

Figure 10. Simple zonation of the Coonawarra site based solely on
inspection of the 1999 yield map (Figure 1). Separate wines were
made from fruit collected from these zones in 2000 and 2001 (Table
3).
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analyses were carried out in ARCVIEW (version 8.3; ESRI
2003) using the SPATIAL ANALYST extension.

The second method used to investigate persistence in
the patterns of yield variation involved the use of multi-
variate k-means clustering; the statistical package, JMP
(SAS 2002), was used for this analysis. k-means cluster-
ing is a non-hierarchical method of data aggregation in
which the variance within clusters is minimised whilst
the variance between clusters (i.e. distance between clus-
ter centres) is maximised. It has been successfully used in
PA for the delineation of management zones using, for
example, data layers such as yield, elevation and soil elec-
trical conductivity (e.g. Cuppitt and Whelan 2001). In the
present analysis, all the data layers used were yield (sev-
eral vintages), but since the input data were all geo-coded
to the same grid, it was thought likely that consistently
high yielding and consistently low yielding areas would
be clustered separately. The effects of soil and topo-
graphic variation on yield variability will be discussed in a
later paper in this series.

Results
At all three sites, yield variation was marked, both in time
and space (Figures 1–3); temporal variation was the 
reason why we found production of the normalised
maps (Figures 1b and 2) to be valuable.

In spite of the inter-annual variation in mean yield,
Figures 1–3 suggest that the patterns of within-vineyard
variation in yield are fairly stable from one year to the
next, as is the magnitude of the variation seen in any
given year, which is typically of the order of 8 to 10-fold
(i.e. 2–20 t/ha). This is arguably the expected result
given the perennial nature of grapevines. Nevertheless, it
was still considered desirable for a more robust examina-
tion of the persistence of patterns of yield variability to be
conducted.

Coonawarra
The results of the analysis based on the target yield
method are shown in Figures 4 and 5b. Figure 5a shows
the results of k-means clustering.

As Figure 4a shows, the areas within the Coonawarra
study site which consistently exceeded a yield target
(mean + 10 % in this example) are almost identical from
year to year (1999–2001); the north–eastern part of the
block is always the highest yielding. Similarly, those
areas which underperform (Figure 4b) do so consistently.
Note, however, that in 2000, the lowest yielding year for
which data are available for the whole block, underper-
formance was seen over wider areas of the block than in
other years. This underperformance was presumably
attributable to the abnormal stresses the vines experi-
enced in the 1999/00 season, and in particular, the cool,
wet and windy conditions experienced at flowering
which impacted substantially on subsequent fruit set.
Nevertheless, when considered alongside Figure 1, Figure
4 strongly suggests that this Coonawarra vineyard is
characterised by areas which consistently yield above or
below the annual block average.

These results are supported by those obtained from

the k-means clustering of the yield data obtained in
1999, 2000 and 2001 (Figure 5a), which again suggests
that the north-eastern part of the block is consistently
higher yielding than the remainder, whilst a central strip
running north-south consistently yields below the rest of
the block. Note that the number of clusters identified in
this kind of analysis is principally a matter of user choice.
In this case, we chose a three cluster solution (Figure 5a)
given that the analysis based on the target yield method
(Figure 5b) strongly supported the view that this block
could be divided into areas that typically yield above,
below and close to the average yield obtained for the
whole block in any given year. Through the use of a sig-
nificance test based on the kriging variance and mean
cluster yield (Cuppitt and Whelan 2001), the mean yields
for each of the 3 clusters were shown to be statistically
significantly different (P < 0.05) in each year of the study,
and to follow a consistent ranking with cluster 1 always
being the highest yielding, cluster 2 the lowest, and clus-
ter 3 in between these two (Figure 5a). The results pre-
sented in Figure 5a therefore strongly support the view
that the pattern of yield variability in this vineyard is
temporally stable.

In spite of the finding that the pattern of yield varia-
tion in the Coonawarra block is constant from year to
year, Figures 1, 4 and 5a provide little guidance to the
vineyard manager of the risk associated with either ignor-
ing the variation and persisting with the current strategy
of uniform management of the block, or of targeting dif-
ferent management strategies in different areas. Thus,
Figure 5b, which is a summary of the results of the target
yield analysis, is useful since it indicates the probability of
a target being exceeded (or not being met) over the
whole management unit when managed uniformly. This
type of information could therefore be valuable in assess-
ing the extent to which any additional effort should be
expended in implementing differential management,
given expectations of the financial return that such addi-
tional effort might realise.

Clare
At the Clare site, yield in 2001 was considerably higher
than in the other years (Figure 3), as was the case at
Coonawarra (Figure 1). However, whilst the mean yields
in the other years of the study were similar, the patterns
of yield variation were much less so. Indeed, Figure 3
suggests that the patterns of variation in 2000 and 2001
were different to those in 2002 and 2003, even though
there are areas in the central and north eastern parts of
the block which appear to be consistently low- yielding.
Yield performance on the western side of the block, in
particular, was apparently quite inconsistent (Figure 3).
This is presumably the reason why the results of the k-
means clustering of the Clare data (Figure 6) were less
conclusive than in Coonawarra. As Figure 6 shows,
whether the data are grouped into 2, 3 or 4 clusters, the
differences between mean cluster yields are not always
statistically significant (P < 0.05). Furthermore, the clus-
ter rankings (i.e. from highest to lowest yield) are not
always consistent either. The least ambiguous result is the
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2 cluster solution, although even this fails to make a sig-
nificant (P < 0.05) delineation between clusters in 2002
(Figure 6). Since the higher-yielding cluster occurs pre-
dominantly on the western side of the block (Figure 6),
and Figure 3 shows this to be the area of greatest contrast
between 2002 and the preceding years, the lack of signif-
icance between some of the clusters is perhaps not sur-
prising. Indeed, the apparent consistency between the
yield maps obtained in 2000 and 2001 and their contrast
with those for 2003 and in particular, 2002, is highlighted
in Figure 7 which presents the results of an analysis of
block performance with respect to target yields of 10%
above and below the annual block mean. Figure 7 clear-
ly identifies the low-yielding areas in the central and
north-eastern parts of the block and shows these to be
consistently low-yielding. In contrast, the higher-yielding
areas are much less consistent in their location.

The season leading up to vintage 2002 was unusually
cold during the flowering period which, at least partly as
a consequence, lasted for considerably longer than the
normal 3–7 days (Table 1; John Matz, Southcorp Wines –
pers. comm.). In addition to affecting flowering and fruit
set at this time, the extended cool spring period is likely
to have led to limited bud initiation, and thus yield in the
subsequent year. Further, whilst the season leading to
vintage 2003 was not climatically abnormal, there was
nevertheless some frost damage in the western part of the
block early in the season. Overall therefore, it seemed
reasonable to classify 2000 and 2001 as ‘warm’ or ‘nor-
mal’ years and 2002 and 2003 as ‘cold’ years. Figure 8
illustrates the benefit of this classification.

Given the consistency of location of low-yielding
areas in the central and north eastern parts of the block,
the areas which yielded less than 10% below the mean in
3 or 4 out of the 4 years of the study were grouped
together. Thus, in this case, we have defined under-
performance as yielding less than 10% below the mean,
and identified areas in which the probability of under-
performance is 75%. Using a similar approach, areas with
a 75% probability of yield being greater than 10% higher
than the annual mean were identified. The result is
Figure 8a which appears to suffer the same shortcomings
as the k-means clustering (Figure 6). Indeed, based on
the test of Cuppitt and Whelan (2001), there were no sig-
nificant differences (P < 0.05) between the mean yields of

the ‘zones’ identified in Figure 8a in either 2001 or 2002
other than those between the highest- and lowest-yield-
ing areas (Table 2). More useful to the vineyard manager,
we suggest, are the maps shown in Figures 8b and c. In
these, the areas of underperformance are the same as
those in Figure 8a. However, the higher-yielding areas
have been defined on the basis of the information pre-
sented in Figure 7 such that for ‘warm’ years (Figure 8c),
areas identified as having a 100% chance of the yield tar-
get being exceeded are those in which it was exceeded in
both 2000 and 2001, whilst for ‘cold’ years (Figure 8b),
the higher-yielding areas are defined on the basis of the
data presented in Figure 7 for 2002 and 2003.

As Table 2 shows, the mean ‘zone’ yields were signif-
icantly different (P < 0.05) from each other in all years
except in 2002 when there was no significant difference
(P < 0.05) between the mean yield of the lowest and
medium yielding zones. Overall however, the results
presented in Figure 8 and Table 2 suggest that the vine-
yard manager can be confident in using these data to
identify zones that perform poorly in most years. In con-
trast, decisions as to the targeting of management in
zones which are expected to yield well, need to be made
in light of the prevailing mid-season climatic conditions,
and also possibly those of the previous year.

Sunraysia
Insufficient data were available for analysis of persistence
in patterns of variation at the Sunraysia site using either
the target yield or k-means clustering methods. This was
due to fact that data were only successfully collected 
during the 1999 and 2000 vintages, whilst in 1999, the
harvesting contractor did not have access to information
about the actual tonnage delivered to the winery. In any

Table 1. Actual (2001) and long term average maximum
and minimum daily temperatures for the months of
November and December, and during the flowering peri-
od (27/11–18/12/01) at the Clare site1.

Period 22 year Actual 22 year Actual 
average average average average

maximum maximum minimum minimum 
(°C) (°C) (°C) (°C)

November 23.2 20.7 10.1 8.4
December 26.1 22.6 11.7 8.7
Flowering 21.3 8.2

1 Data kindly supplied by John Matz (Southcorp Wines, Clare Valley).

Table 2. Mean zone yields for the Clare site (Merlot)
when zones are identified on the basis of the ‘target yield’
method with and without incorporation of expert knowl-
edge of climate variation into the analysis of persistence
in patterns of yield variation (Figure 8)1, 2.

Mean zone yield (t/ha)
Zone 2000 2001 2002 2003

All years – Figure 8a

Low 2.50a 6.63a 2.97a 2.47a

Medium 4.31b 10.11a,b 3.64a,b 3.46b

High 5.94c 13.60b 3.91b 5.12c

Cold years – Figure 8b

Medium 3.49a 3.61b

High 4.49b 5.25c

Warm years – Figure 8c

Medium 4.85b 11.26b
High 5.98c 15.15c

1 For any given year and zoning solution, yields marked with different letters
are significantly different (P < 0.05).

2 Note that in the warm and cold years, the lowest yielding zone was the
same as that identified for all years, independent of consideration of any
climatic effect.
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case, GPS errors in the northern part of the block left us
without data in that area. Calibration of the yield monitor
against the tonnage delivered to the winery was therefore
impossible. Nevertheless, inspection of Figure 2 suggests
that, albeit based on only 2 years of data, the broad 
pattern of yield variation at this site is, like the others,
temporally stable.

Discussion
Vineyard variability is not a new phenomenon; growers
are generally well aware that vine performance varies
within their vineyards and have known this for as long as
grapes have been grown. However, in the absence of
access to the tools of PV, they have been uncertain as to
the precise location of areas of differing performance.
Moreover, they have had inadequate knowledge of the
magnitude of the variation within the vineyard, and an
inability to adjust their management to account for it.
Consequently, they have generally managed individual
blocks as though they were uniform and within vineyard
variation has been treated as ‘noise’. It is perhaps not sur-
prising therefore, that almost without exception, when
presented with a yield map, growers are amazed at the
extent to which yield varies within blocks managed as
single units. The lack of a means to measure and monitor
vineyard variability prior to 1999 presumably also
explains the paucity of published research on this topic.
However, the fact that we saw similar results with differ-
ent varieties grown at sites in regions as diverse as the
Coonawarra, Clare Valley and Sunraysia suggests that our
results are likely to have broad implications for the whole
industry. In particular, they demonstrate that vineyard
variability is of sufficient magnitude in any given year,
while its patterns remain sufficiently stable between
years, to warrant consideration of the implementation of
‘zonal management’ strategies in vineyards. In other
words, in the case of winegrape production, we feel con-
fident in rejecting the null hypothesis of precision agri-
culture (Whelan and McBratney 2000); that is, uniform
management is not the optimal risk aversion strategy.

The methods employed here to assess persistence in
the patterns of spatial variation are simple and easy to
use; the target yield method can be easily implemented in
GIS, and with simple arithmetic underpinning target
yield this method can also be implemented using a stan-
dard spreadsheet, although a GIS or other appropriate
viewing software would still be needed for display of
results. It is therefore something that a vineyard manager
and/or their consultant could implement. Similarly, k-
means clustering is accessible. This is important because
our results, and especially those from Clare, suggest that
the greatest benefit from using these methods may accrue
through the use of both, rather than just one or the
other. In simple situations such as that at Coonawarra
(Figures 4 and 5), k-means clustering alone may provide
all that is needed for identification of zones. However, the
Clare study (Figures 6–8) provides an important lesson
for those interested in pursuing ‘zonal management’: the
target yield method of zone identification allows the user
to incorporate some expert knowledge into the analysis

(in this case, knowledge of the occurrence and effects of
an abnormally cold flowering season in 2001), and to also
incorporate some consideration of risk by using maps
such as those shown in Figures 4, 5b, 7 and 8.
Furthermore, there is no reason why the test of the sig-
nificance of differences between cluster means (Cuppitt
and Whelan 2001) should not also be used to test for dif-
ferences between zones identified using the target yield
method (Table 2). In the case of our Coonawarra site, the
zones identified in Figure 5b were all statistically signifi-
cantly different (P < 0.05) with respect to the mean yields
for each zone in 1999, 2000 and 2001, irrespective of
whether the target yield was 5, 10 or 20% above or
below the annual block mean. We did not include data
from 2003 in our analysis of persistence of variability in
Coonawarra because the harvester equipped with our
yield monitor only harvested every third row, and the
‘support’ of the yield map is therefore somewhat different
than in the other years, given that it was interpolated
from far fewer data. Nevertheless, the 2003 map (Figure
9) bears a strong resemblance to those shown in Figure 1,
although there were no significant differences between
the mean cluster yields when means were calculated for
2003 for the clusters identified in 1999–2001 using k-
means clustering. Since the Coonawarra vintage in 2002
was similarly affected to that in Clare in the same year,
and carry-over effects into 2003 appeared to have
occurred (based on the block average being substantially
lower than the long term average), we suggest that the
analysis of persistence in yield variability at Coonawarra
may have benefited from a combination of the k-means
and target yield approaches and incorporation of appro-
priate expert knowledge. Clearly, at all our sites, on-going
data collection will both promote improved zone de-
lineation and provide insights as to how management
should be targeted in different zones. 

The work reported here has focused on variation in
grape yield. However, to many winemakers, variation in
fruit composition and quality are arguably of greater con-
cern (Johnstone 1999, Trought 1997). To date, there is no
commercially available on-the-go sensor for any grape
quality index that could be used in conjunction with the
yield monitor, although sensors for Brix, TA and juice pH
are under development (Tisseyre et al. 2001). Our under-
standing of crop quality variation is therefore currently
dependent on hand sampling, although as Bramley et al.
(2003) and Lamb et al. (2003) have demonstrated,
remote sensing methods (e.g. Hall et al. 2002, Lamb and
Bramley 2002) may assist in this task.

A discussion of variation in indices of berry quality at
the Coonawarra and Sunraysia sites, assessed using such
hand sampling, will be the subject of a later paper in this
series. However, following the 1999 vintage, the wine-
maker at Coonawarra was interested to see whether dif-
ferent zones within the block would produce wines with
different characteristics. Notwithstanding the conven-
tional wisdom amongst broadacre PA researchers and
practitioners, that several years of data are needed for
zone delineation, some crude zones (Figure 10) were
delineated on the basis of the 1999 yield map (Figure 1).
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The three zones identified were the low-yielding strip in
the centre of the block, the high-yielding area in the
north east and the remainder of the block. At vintage
2000, small samples (approx. 5 kg) of fruit were taken
from these zones and wines made from each in the labo-
ratory using methodology developed at the University of
Adelaide (Dr Patrick Iland – pers. comm.). The following
year, wines were made in commercial quantities (25 t
tanks) as part of the normal commercial production run,
from fruit that was mechanically harvested into separate
bins from each zone. Table 3 presents the results of some
standard chemical analyses (Iland et al. 2000) done on
the resulting wines. In both 2000 and 2001, wines made
from these crudely delineated zones had different chem-
ical and sensory characteristics, but the best zone in one
year was not deemed to be so in the other (Table 3). This
reinforces the notion that for zonal management of vine-
yards to be successful, consideration needs to be given to
crop attributes other than yield alone.

When coupled with the data presented in Figure 5a,
the results presented in Table 3 can be seen to be impor-
tant to both vineyard and winery managers. If the mean
cluster yields (Figure 5a) are expressed as ratios of the
yield in the lowest yielding cluster in each year, the ratio
of lowest:medium:highest mean cluster yield is 1:1.6:2.3
in 1999, 1:1.6:2.9 in 2000 and 1:1.7:2.2 in 2001. In other
words, with the exception of the highest-yielding zone in

the lowest yielding year (2000), the pattern is constant –
which is what might be expected given that the patterns
of variability are persistent. The fact that the ratio of the
mean yield in the highest-yielding zone in 2000 was high-
er than the norm for the other years suggests that the
capacity of the vines to develop fruit was greater than the
level naturally set in a low-yielding year. It is therefore of
interest that in terms of ranking wines produced from
zones which correspond broadly with those shown in
Figure 5a (the major difference is in the south-eastern
corner which k-means clustering places in the ‘low’ zone
whilst the crude delineation used for the winemaking
trial included this area in the ‘medium’ zone), in 2000
there was only a slight difference between the ‘high’ zone
and the others, whilst in 2001, wines made from the
‘high’ zone were much less preferred than those from the
best (i.e. ‘medium’) zone. Clearly such differences could
be important in allocating fruit to final products and in
making blending decisions when winemaking at com-
mercial scales.

Following on from this, it is often asserted by grape-
growers and winemakers, both in Australia and from
around the world, that there is a yield:quality trade-off
operating in winegrape production systems. If, for exam-
ple, we were to assume (e.g. Bramley and Proffitt 1999)
that wine quality is optimised in this vineyard when
yields are about 6 t/ha, then on the basis of Figure 5a, the
best wine should have come from the medium-yielding
zones in 1999, the highest-yielding zone in 2000 and the
lowest-yielding zone in 2001. Whilst the limited data pre-
sented in Table 3 support the view that higher yields do
not necessarily produce the best wines, they provide no
evidence in support of the view that lower yields do pro-
duce such wines. Clearly therefore, in order to make the
most of zonal management, we need to improve our
understanding of the physiology of grape and wine pro-
duction and the vineyard factors that control it; some of
these factors will be the subject of a subsequent paper 
in this series. Nevertheless, our new ability to identify
characteristic zones within vineyards that, hitherto, have
been managed on the basis that they were essentially
homogenous, provides a framework against which such
understanding can be sought. Thus, in addition to pro-
viding vineyard managers and winemakers with the con-
cept of zonal management, this work provides these
practitioners with the challenge to realise the opportuni-
ty of focusing their assessment of ‘seasonal performance’
within zones rather than whole blocks, and the ability to
better define premium fruit parcels and thereby maximise
commercial returns. 

Finally, it is worth pointing out that the work pre-
sented here was inspired by developments that were ini-
tiated in broadacre agriculture, both in Australia and
overseas, rather than within the wine industry. We there-
fore suggest that rather than seeking answers to all its
research and production questions from within, the
broader wine industry would do well to follow the advice
of Scholefield and Robinson (1999) and ‘improve their
production systems by looking over the fence at what
other industries are doing.’

Table 3. Selected chemical attributes of wines made
from low-, medium- and high-yielding zones at the
Coonawarra site1,2

Zone: Low- Medium High-
yielding yielding

Vintage 2000

Total anthocyanins (mg/g) 980 868 931
Total phenolics (abs. units) 67 59 60
Colour density (-SO2) 23 20 21
Colour density (SO2) 19 16 16

Sensory Low and medium – same score, but 
high yielding was slightly lower in 
winemaker preferences.

Vintage 2001

Baumé (°Bé) 13.1 12.7 13.6
pH 3.82 3.74 3.67
TA (g/L) 5.1 5.0 5.0

Sensory score 14 17 15

1 Note that in 2000, the wines were made in the laboratory (in triplicate)
from small (approx. 5 kg) samples; in 2001, commercial quantities (25 t
lots) were made in the winery.

2 In 2000, wines made from fruit harvested from the low yielding zone were
significantly different (P < 0.05) from those made from fruit harvested from
the medium and high zones with respect to all the listed analytes. However,
wines made from fruit harvested from the medium- and high-yielding
zones were not significantly different except in the case of total
anthocyanin concentrations (Dr Tony Proffitt, formerly of Southcorp Wines
– pers. comm.). Tests of significant differences were not made in 2001 as the
wines were not made in replicate.
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